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Abstract – Detection of the visually salient information in videos has advantageous in various applications such as quality evaluation, compression and retrieval. Here, we present an efficient method for calculating visual saliency of videos for perceptual video coding (PVC). Our proposed algorithm is built on a block level search method. Both spatial and frequency domain saliency masks are constructed and integrated to produce the final saliency mask. In the spatial domain, the saliency mask is obtained using a variant of graph based visual saliency method. In the frequency domain, four different characteristics including motion, color, texture feature and luminance are extracted from the discrete cosine transform coefficients to generate a saliency mask. Both spatial and frequency domain masks are integrated and thresholding of saliency masks is performed. Our proposed method is evaluated on 24 test video sequences. The ground truth is prepared by manual region of interest selection sessions. The results obtained from experiments suggest that our proposed technique is computationally efficient in comparison to state of art techniques. The proposed algorithm outperforms existing techniques in terms of precision and is found to be computationally efficient.

Index Terms – Visual saliency, perceptual video coding, video summarization, video quality assessment.

I. INTRODUCTION

HUMANS have remarkable capability in quickly identifying the most important region in a scene known as salient region. However, modeling this characteristic of human visual system (HVS) still remains a challenging task. Human vision theories suggest that we (as observer) do not emphasis on the whole image, and give priority to a small portion which in generally is visually more attractive. Visual saliency is defined as a degree to which an entity, pixel, human or constituent sticks out with respect to its neighborhood. The distinctness is often because of the variation in certain image attribute such as contrast, depth, color, texture and luminance. Visual saliency can be calculated either from a task independent and fast bottom up process or a task dependent and slower top down process [1]. Some computational models [1]–[3] presented in recent years, focus on eye fixation prediction and object detection [2], [4], image segmentation [5], object classification, image resizing [6]. These models primarily focus on predicting saliency for images. However, these models do not consider dynamic saliency which is concerned with the prediction of human focus regions while watching videos. Early work such as guided search, feature integration theory (FIT) [7], and Itti [1] suggested that visual attributes can be calculated in a side by side manner from the entire field. It either uses low- or high- level attributes or an integration of both these attributes. Recently proposed algorithms [3], [8], [9] have described efficient results, but their main limitation is that they do not consider dynamic saliency, and hence do not work well for videos where the scene is changing quickly. The aim of this work is the recognition of salient regions within the videos. With recent development in digital communication system the human communication methods have gone highly data dependent. Video compression becomes necessary to decrease the bandwidth requirement for storage and transmission of videos. High efficiency video coding (HEVC) alone cannot attain the perceptual quality of a video coding system therefore, a perceptual model of videos is highly needed. Visual saliency pays attention to those regions that are different from the rest of the surrounding and therefore, help us in grasping the important visual information from a location. This important information in the video is classified as region of interest (ROI) and the unnecessary information is classified as non ROI. The main idea is to incorporate the features of HVS into video coding. The ROI is obtained using a visual saliency model. Therefore, the main goal is to develop a saliency based video perception model. It would have enormous utilizations in applications such as video compression [10], object recognition and video summarization. Our algorithm is based on a low level bottom up saliency method. The proposed technique is easy, rapid and outperforms other state of art methods with regard to precision and recall. Fig. 1 shows original frames, saliency maps computed using graph based visual saliency model and saliency maps of discrete cosine transform coefficients. Saliency estimation is done without any prior knowledge about the scene. A variant of graph based visual saliency model [11] along with the discrete cosine transform (DCT) model [12] is applied on a block based video dataset to detect perceptually important regions. Human labeled ground truth is used to compute precision-recall and results are compared with different state of art saliency algorithms. The video sequences employed in this work belong to versatile categories such as conversational, entertainment, sports and natural scenes etc. The ground truth is obtained by subjective experiments, where human subjects selected the ROI from the given video sequences. In this work, a saliency model for perceptual video coding (PVC) is proposed in which a spatial domain and a frequency domain map is used to generate saliency maps for videos. Our experimental results have shown that the proposed method is computationally efficient and it outperforms existing methods in terms of precision.
The human visual system is extremely fast in detecting the visual saliency however, computational modeling of this behavior is a difficult task. Saliency models aim at finding the salient region in the images or videos. The aim of saliency model is to reject the background and highlight only the important visual information. Visual attention computational models have gained significant importance in recent years. Because of these models visual communication systems have evolved. One of the main aims of object detection is to form a saliency mask by using the extracted object information. Researchers have worked on computational models that are based on prior knowledge. The second technique uses features within the images to form a saliency map. The term saliency was first defined in terms of visual attention. After that researchers have shown great interest in the detection of visual saliency. A saliency model can either be defined as a biological or a computational model, can be an integration of both these models. Itti et al. [1] presented the earliest biologically inspired system which calculated saliency maps by using center surround approach of low level characteristics such as intensity, color feature and orientation. The other methods use this model as an early inspired model. Yuan and Liang et al. [13] detected saliency maps by using object instances. Guanbin et al. [14] suggested a saliency model based on patch level approach. Frintrop et al. [15] proposed a model for the saliency map using square filters to compute the center surround difference. Integral image was also calculated to make the algorithm robust. Ma and Zhang [16] defined image saliency using local contrast analysis. The maps were further enhanced by making use of a fuzzy growth system. Achanta et al. [17] suggested a saliency detection model based on frequency domain processing. This model first calculated the average image color and then calculated the saliency by taking color difference. Liu et al. [5] combined contrast in a Gaussian image pyramid to find multi scale contrast. Goferman et al. [18] model used global consideration along with low level signal and high level attributes to detect perceptually important object and used visual organization rules to detect the object. Hu et al. [19] performed saliency estimations by using histogram thresholding of feature maps, and then heuristic measures were applied to get the final result. Cheng et al. [20] proposed histogram based contrast technique to extract saliency region and incorporated spatial relations to obtain region based contrast mask. Bruce and Tsotsos [8] defined a bottom up saliency technique build on Shannon theory and estimated self-information at each image location to acquire a saliency mask. Zhang et al. [9] also calculated saliency masks by using Shannon self-information. Murray et al. [21] described a model based on color appearances in human vision. A bank of filter was created by using the wavelet transform. Each image channel was multiplied with filters so that a pyramid of wavelet planes can be obtained. A center surround procedure and spatial pooling was used for the final mask.

Early work on dynamic saliency estimation was an extension of static techniques but recently few researchers have shown interest in video saliency recognition using spatial temporal data between two consecutive frames in a video clip. Most methods use optical flow as motion feature. Zivkovic [22] extracted video saliency using Gaussian mixture model (GMM). Li et al. [23] used temporally coherent regional paradigm for video saliency. Kim et al. [24] used textural contrast and extend this concept to spatio-temporal domain by considering temporal gradients. Fang et al. [12] predicted saliency in frequency domain where color channel, texture channel and luminance channel were obtained using DCT coefficients. Zhai and Shah [25] used an algorithm for one to one point correspondence in order to describe motion contrast.

The main aim of some saliency models is to identify the salient regions in images or videos using the concept of centre bias [26]. Fu et al. [27] developed a video segmentation model that uses RGB and depth features to extract the foreground from a scene. Tao et al. [28] presented an image segmentation technique to extract important information through clustering process. Gao et al. [29] proposed a scheme based on image retrieval. The saliency maps were calculated using saliency of relevant images in the database comparing them with the overall database saliency. Sun et al. [30] saliency model was proposed for videos retrieval. It used video hash and visual features to form a saliency map. Li et al. [31] proposed an underwater scheme for image enhancement. Lei et al. [32] algorithm was based on video coding.

Fig. 1 Input video frames (top row), a variant of GBVS is used to compute saliency maps (middle row), saliency maps computed using DCT Coefficients (bottom row).
The scheme used depth maps and grayscale similarity to improve the coding performance. Recent work on saliency has been presented for image compression [31], image enhancement [33], [34], quality assessment [35], [36], action recognition [37] and thumbnail creation [38]. Cong et al. [39] presented a detailed review of different saliency detection model and addressed the issues of existing saliency models. Wand et al. [40] presented a relationship between fixation prediction and salient object segmentation. For achieving better performance and to deal with the evolving communication system models it is the need of the hour to build a specialized visual saliency model based on perceptual video coding. In this work, a unified technique is proposed to obtain a saliency map for perceptual video coding. The proposed algorithm calculates the saliency maps of each video in 8 × 8 block level approach. The saliency maps are calculated in both spatial and frequency domain. In the spatial domain, color saliency maps are computed from each 8 × 8 block of a video frame using a variant of GBVS model. In the frequency domain, four different characteristic including motion, color, luminance and texture are extracted from each video frame in 8 × 8 block level. The color, luminance and texture feature are extracted using discrete cosine transform (DCT) coefficients. The motion feature is calculated using motion vectors. Furthermore, a fusion technique is also presented for combining both saliency maps. Due to the fusion of spatial domain saliency map and frequency domain saliency map our proposed saliency model for perceptual video coding outperforms existing state of art methods. Experiments on our proposed video coding dataset explain the benefit of our scheme with reference to modern methods.

III. SALIENCY BASED PERCEPTION MODEL

A block diagram showing the implementation detail of our saliency based perceptual model for video coding is shown in Fig. 2. Input is provided in the form of video sequences at a resolution of 352 × 288 pixels. The video sequences are then converted into frames with double precision for efficient processing. Block based approach is adopted to detect saliency, entire image is converted into 8 × 8 blocks and a saliency mask for each block is computed.

A. Spatial Domain Saliency Mask

Saliency refers to the aspect of any visual stimulus that makes it stand out and gather human attention in a crowd. A variant of GBVS is used to obtain spatial domain saliency mask. Instead of multiscale feature maps, single-scale feature maps are used in our method. The size of saliency mask of each block is 4 × 4. The algorithm consists of three main steps, which are as follows:

1) Feature Extraction

The first stage is to decompose the image block into a feature map M. One feature map for intensity (I), two feature maps for color (C_I and C_S) and two feature maps for orientation (0; 90) are calculated. Since one scale is used, there is no need to re-scale the feature maps. The feature maps are generated using biological inspired filters.

2) Activation Map

The feature maps M are used to compute the activation map A. For a given frame I, if a pixel I(a; b) is unusual in neighborhood, then the activation map will have a high value at that point. With in each feature map the difference between two regions is represented by a dissimilarity function calculated as,

$$d_I((a,b)|(p,q)) = \log \frac{M_I(a,b)}{M_I(p,q)}$$

where M_I(a, b), M_I (p,q) correspond to two different region (pixels) of the feature map M. The difference between two regions is represented on logarithmic scale.

3) Normalization

In the next step, normalization and combination of activation maps is performed. The activation map is concentrated into key locations using the Markov chain and

![Block diagram of the proposed saliency based perceptual model for perceptual video coding.](image)
normalization is applied. First a connected graph \((G_\lambda)\) is established for each activation map. Each region on the activation map is treated as a node and if two nodes \((a, b)\) and \((p, q)\) are connected, an edge is introduced and a weight is assigned as,

\[
w_1((a, b), (p, q)) = d_1((a, b)|(p, q)) \times F_1(a - p, b - q),
\]

\[
F_1(c, d) = \exp \left( \frac{-c^2 + d^2}{2\sigma^2} \right)
\]

where \(\sigma\) is a free parameter of the algorithm. \(w_1\) is the weight of the edge, \(d_1\) is the dissimilarity function and \((c; d)\) is a node within a region on the activation map \(A\). Each node in a \(G_\lambda\) graph is treated as a state and edge is treated as a transition probability. The weight of the outer edge for each node is normalized to 1 and an equilibrium distribution across the nodes is established. The activation map \((A)\) is normalized using the above procedure. The activation map \(A\) is again changed into a graph \((G_a)\) with nodes and weights. A Markov chain is again defined and equilibrium is established. The equilibrium distribution is the basis of the final spatial domain saliency map. The final saliency mask is computed by fusion of all feature channels, consequently all saliency blocks are combined to produce final mask for the whole frame. Gaussian kernel function is used to smooth the saliency masks.

**B. Frequency Domain Saliency Mask**

Several bottom up saliency systems have been proposed to calculate the saliency by using overall information in the image [3]. Frequency domain analysis provides us a good opportunity to interpret the global information of a video frame. A saliency model based on DCT coefficients is used where the two dimensional DCT of an \(K\times L\) matrix \(C\) is defined as,

\[
B_{eq} = \alpha_p \alpha_q \sum_{k=0}^{K-1} \sum_{l=0}^{L-1} C_{mn} \cos \left( \frac{\pi(2k+1)p}{2K} \right) \cos \left( \frac{\pi(2l+1)q}{2L} \right)
\]

\[

\alpha_p = \begin{cases} 
1, & p = 0 \\
\sqrt{2}, & 1 \leq p \leq K - 1 
\end{cases}
\]

\[
\alpha_q = \begin{cases} 
1, & q = 0 \\
\sqrt{2}, & 1 \leq q \leq L - 1 
\end{cases}
\]

where \(B_{eq}\) are DCT Coefficient of \(C\). The first DCT coefficient (DC coefficient) reflects average energy while other coefficients (AC) reflect changes in intensity. The algorithm consists of the following steps.

1) **Feature Extraction**

Each input video frame is converted into the lab color space to get three individual components \(l, a, b\). Each component is divided into \(8 \times 8\) blocks and saliency detection is performed on blocks. DCT is applied on each component to extract the feature information. DC coefficients are used to calculate the luminance and color feature for \(8 \times 8\) block, whereas AC coefficients are used to calculate the texture information. The motion information is obtained using the predicted frames \(P\) and \(B\), where \(P\) frame predicts motion information from a past frame, whereas \(B\) frame uses past as well as future frames for predicting motion information. The motion information is obtained from motion vector for the predicted frames.

In YCbCr color space the \(Y\) channel is for luminance and two color channels i.e., \(C_b\) and \(C_r\). In case of videos, the DCT coefficient in \(8 \times 8\) block is composed of 64 coefficients. The first coefficient is DC coefficient and the other 63 are AC coefficients. The luminance and color features extracted from the DCT coefficients for video are as follows,

\[
L = DC_Y ,
\]

\[
C_1 = DC_{C_r} ,
\]

\[
C_2 = DC_{C_b} ,
\]

where \(L, C_1, C_2\) are the luminance and color features of the video data. AC coefficients provide a detailed description about the frequency information. The AC coefficients from the luminance channel are used to extract texture information. First nine AC coefficients are used from the 63 coefficients. The AC coefficient is in the right corner of the discrete cosine transform block and they are equal to zero so they are ignored during quantization process. The existing studies [41] have shown that the first nine coefficients can represent most energy in each DCT block therefore, only first nine coefficients are used as follows,

\[
T = AC_{C_{10}}, AC_{C_{15}}, AC_{C_{20}}, AC_{C_{11}}, ..., AC_{C_{30}}.
\]

The motion vectors from the video data are calculated as,

\[
V = MV_p + (-1) \ast MV_f,
\]

where \(MV_p\) and \(MV_f\) are the past and future frames respectively.

2) **Final Saliency Mask**

The static saliency mask is obtained through the linear combination of three features including luminance, color, and texture. Normalization is applied and weight is assigned to get better results. Motion saliency mask is obtained from the motion vectors. Differentiation between motion features is computed using Euclidean distance. The final frequency domain saliency mask is acquired by integrating both static and motion saliency masks computed as follows,

\[
S_f = \gamma_1 S_t + \gamma_2 S_m + \gamma_3 S_t S_m ,
\]
where $S_f$ is the final saliency mask, $S_s$ is the static saliency mask and $S_m$ is the motion saliency mask. $y_1,y_2,y_3$ are the weighted components.

C. Spatial Frequency Integration/Fusion

The final saliency mask $S$ is acquired by the fusion of spatial domain and frequency domain saliency masks. In this study, two usual integration methods are used and are represented as follows.

1) Sum of Saliency map (SSM)

This is one of the simplest methods for combining the two maps. With $S_s$ and $S_f$ the final saliency mask $S$ is given by,

$$SSM = S_s \cup S_f,$$  \hspace{1cm} (13)

where $S_s$, $S_f$ is the spatial and frequency saliency mask and SSM is the final map.

2) Product of Saliency map (PSM)

The fusion of two saliency maps can also be performed using the product of both maps. With $S_s$ and $S_f$ representing the spatial and frequency saliency maps, the final map PSM is given by,

$$PSM = S_s \& S_f.$$  \hspace{1cm} (14)

3) Threshold Segmentation

Saliency mask output is in the range $[0; 255]$. Binary masks are obtained by thresholding the saliency maps. The saliency mask is divided into sixteen threshold levels. The minimum value in case of a saliency mask is 0 and the maximum is 255. The value 0 corresponds to a black region where as the value 255 correspond to a white region. The first value 0 and the last value 255 are ignored and the other values are divided by 16 levels. To calculate the initial threshold value a small amount is added to 0 value and the same value is subtracted from the maximum 255 value. The initial threshold is then calculated as,

$$T = max - min,$$ \hspace{1cm} (15)

The other threshold values are calculated by multiplying the initial threshold value with the level number.

IV. RESULTS AND DISCUSSION

In this section, the outcome of our proposed perceptual video coding based saliency map method is evaluated on the video dataset. The proposed algorithm is compared with five state-of-the-art algorithms. The main goal of the generation of this large dataset is to cover videos of various motions and categories.

A. Dataset and Ground Truth

To generate this dataset 24 video sequences are used: Bus (150 frames), City (600 frames), Tennis (150 frames), Tempete (260 frames), Soccer (600 frames), Silent (300 frames), Paris (1065 frames), News(300 frames), Mother and Daughter (300 frames), Mobile (300 frames), Miss America (150 frames), Ice (480 frames), High-way (2000 frames), Harbour (600 frames), Hall (300 frames), Football (360 frames), Foreman (300 frames), Flower (250 frames), Crew (600 frames), Container (300 frames), Coastguard (300 frames), Akiyo (300 frames), Carphone (382 frames) and Bridge-close (2001 frames). The format of the video sequences is in YUV 4:2:0. The sequences are kept at CIF (352 × 288) resolution. The video sequences cover a large number of categories like conversational, sports, entertainment and natural scenes. The videos have different types of motion information including high, medium, and low motion videos. The selection of videos was based on the fact that the sequences were frequently used in image processing and video transmission procedures. The dataset will facilitate the testing of algorithms that are based on perceptual video coding in future.

To the best of our knowledge no research has been done yet to this extent. After applying the proposed algorithm on the above-described video dataset the binary masks are then compared with the ground truth. The ground truth is obtained by subjective evaluation. 9 subjects viewed the video frames and selected the ROI using the mouse. The obtained ROI were then converted into binary masks and used as the ground truth in this research.
B. Performance Comparison

The proposed scheme is compared with five different state-of-the-art methods. We follow Achanta [17] to select these methods. The selected methods are (IT [1], GB [11], FT [2], SR [3], SUN [9], FANG [12] and IM [21]). The methods were selected because of the variation and the recent trends. IT [1] is one of the earliest models in the saliency research area and it is a classical approach, SR [3] gives us a method in frequency domain, Fang [12] works well in compressed domain, GB [11] is the hybrid approach. SUN [9] has large number of citations. FT [2] outputs full resolution saliency maps.

After obtaining the saliency maps for all the methods the binary maps for each method are computed using fixed thresholding method. Precision is described as the ratio of accurately allocated salient components, whereas recall is the percentage of detected salient components vs number of salient components in ground truth. Precision and recall is given by,

\[ P_1 = \frac{T_p}{T_p + F_p}, \]  
\[ R_1 = \frac{T_p}{T_p + F_n}, \]  

where \( T_p \), \( F_p \) corresponds to true positive and false positive and \( F_n \) corresponds to false negative. The precision and recall curves are presented in Fig 3.

The precision and recall scores distinctly shows that the proposed method have high precision value as compared to other methods. Each point on precision recall curve represents a particular threshold level. The extreme level of the precision and recall curves is really fascinating. When the curve is near to the upper left corner it means that it has high precision and the result has higher accuracy as compared to the rest of the result. On the other hand the perfect recall score correspond to that all the salient pixels identified are relevant. The proposed method is better than other because it contains more salient pixels having value 255. Precision and recall can also be merged into a separate unit defined as F-measure, which is given by,

\[ F = \frac{(1 + \beta^2)p_1 \times r_1}{\beta^2(p_1 + r_1)}, \]  

where \( \beta = 0.3 \).

Average F-measure along with precision and recall is shown in Fig. 4 for all the video sequences. It is evident that the proposed methods show better average F-measure when compared with other methods. Fig. 5 shows original frames, saliency maps computed for recent methods and saliency mask of the proposed model. The proposed method clearly outperforms all other state of art methods. Recall rate is not as important as precision for visual attention.

TABLE I shows the mean time used by each algorithm on Intel Pentium (R) 2.1 GHz with 2GB RAM. The author implementation is used for all the other codes. Besides producing high precision the proposed method is computationally efficient as compared to [9], [21]. The proposed method is 66 times faster as compared to [21] and it is 75 times faster as compared to [9]. The SR outputs a
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Fig. 5 Visual comparison of the saliency masks generated by the proposed method with other state-of-the-art methods.
precision of 0.75. Similarly, the FT is also based on frequency domain. The FT outputs a value of 0.6766.

**TABLE I**

<table>
<thead>
<tr>
<th>METHOD</th>
<th>TIME(S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB</td>
<td>6.0649</td>
</tr>
<tr>
<td>FT</td>
<td>13.07</td>
</tr>
<tr>
<td>FANG</td>
<td>9.996</td>
</tr>
<tr>
<td>IM</td>
<td>224.99</td>
</tr>
<tr>
<td>SUN</td>
<td>125.57</td>
</tr>
<tr>
<td>PROPOSED</td>
<td>33.996</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This paper suggests a new saliency model for video sequences, which identifies important regions with in the video frames. The saliency maps are computed based on spatial and frequency domain saliency maps. Both these masks are integrated leading to the final saliency mask. The spatial domain map is fast and generates results with well-defined boundaries, whereas the frequency domain map gives more information but has high computational efficiency. The basic difference between the proposed approach and existing approaches is that we consider block level analysis on videos to define a method for videos. The proposed technique is evaluated with five other state of art methods. The proposed method generates improved results in terms of precision and is computationally efficient as compared to the other methods. The proposed method gave 0.7933 precision while all the other methods have low precision values.

In future, we intend to further extend our work by encoding the saliency maps at different quantization parameters, where ROI and non-ROI are encoded at different rates. Similarly, the saliency maps can also be integrated with mode selection and sample adaptive offset filter of the video coding block. In this way optimization can be achieved. We also intend to make use of this saliency in other applications such as video summarization, video quality evaluations, and multimedia applications.
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